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Introduction and definitions

Page replacement strategies are responsible for the movement of pages be-
tween disk and memory. Let P be the set of pages in the virtual memory.
They represent fixed sized blocks of contiguous addresses in the virtual ad-
dress space. As the program runs, it will call upon addresses in its virtual
memory. The computer will keep a sequence of working sets in memory in
order to match the requirements of the program. That is, so that the page
containing the address the program requires is in the working set. If the
required page is not in the working set, a page fault occurs and computation
is halted until the page is brought into the working set. Typically, this means
some other page must leave the working set.
We model this with two sequences. The page sequence is a finite string,

P =pi,pa,...,pn, where for all i, p; € P.

As the program runs, it references virtual addresses according to the page
sequence. The paging strategy is a finite string of working sets,

W =Wy, Wy, ..., W,, where for all i, W; C P,

such that |W;| < k, because core memory is limited, and W; and W;; differ
by “very little.” If a page p appears in W; but not in W, 1, page p is said to
have been paged out at time 1. 1f a page p appears in W, 1 but not in W, page
p is said to have been paged in at time i. In each step of the computation
we will allow one page in and one page out. The paging cost is the number
of page ins in the paging strategy.

REMARK: We are counting paging cost as if page outs are free. In reality,
page outs are free if the page has not be modified, else they cost the same
as page ins. It is interesting to consider whether counting this cost gives
different conclusions.
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It has been claimed that an optimal paging strategy is to page in only at
the moment a page is actually needed (to wait for a page fault) and to page
out the page whose first reuse is the farthest in the future, [1, 3, 5, 7]. The
first rule is called demand paging. In this paper, we give the name farthest
out to the second rule.

The supposition of demand paging means that the sequence of working
sets begins with W7 = {p; }. At first, only page-in’s occur and the working
sets grow in size until the reach their maximum allowed size k. After which,
either W;,_; = W, or p; € W,_1 in which case W; differs from W;_; in this
manner: p; is paged-in at time ¢ and for some p € W;_1, p is paged-out.

The first reuse of a page p € W;, denoted p(p, i), is defined as,

p(p,i) = min{j > i|p; = p}.

If the set is empty, we will let p(p,i) = oo. Formally stated, the rule of
farthest out states that the page to throw out of W, is the one among all
p € W; maximizing p(p, ).

Farthest out is best

Assume we are given a demand paged paging strategy W for a page sequence
P. If W is not farthest out, let ¢ by the smallest integer such that W; breaks
the farthest out rule. That is, a,b € W;_1, and p(b,i — 1) > p(a,i — 1),
however a is paged out at time 1.

We modify paging strategy W by replacing the page out of a by that of
b, transforming W' it into a strategy W'. That is, for all j <4, let W} =W,
and,

Wi=Wi\{b})U{a}.

We next give directions for the construction of W; when j > 1.

The idea is that the sequence W' continues by imitating W except in
situations where this is impossible. There are exactly two such situations.
The first is if W requires that b be paged out, the second is if W requires
that a be paged in. It might happen that W simultaneously requires that
b be paged out and a be paged in. As the reader shall see, once page b is
paged out, the two strategies W and W’ will converge. The role of page a,
however, will change hands during the transformation. We say that a is the
excess page and denote it by x. Here is a summary of the transformation:
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e If IW; brings in p # z and throws out b, then W} brings in p and throws

out x:
PN PN
Wia — W; = W, — W
N Nz
e If W brings in z and throws out b the W} does nothing:
TN
Wiaw — W, = Wi, — Wj
Nop

o If WW; brings in x and throws out y # b, in order that W’ be demand
paged, we are required to do nothing:

TN
Win — W, = W, — W]

Ny

This leaves us with:

Wi=W;\{o})u{y}
Hence y is the new excess page. We set x equal to y.

The first two cases are terminal in that once invoked, W; = W]’ and so we
complete the construction of W’ by setting W}, = W/ for all k£ > j. The third
case saves us a page-in but is not terminal. Eventually, either a terminal case
will arise or we will hit the page b in the page sequence. At that point we
cash in the saved page-in by throwing out the excess page and paging in b.

N
Wia — W, = W, — W

N

This sets W; = VVJ' and hence the construction of W’ is complete.

The strategy W’ has no more paging cost than W. It differs from W in
that the first exception to the farthest out rule occurs deeper into the page
sequence. We repeat the transformation to form W”, W"” and so on. Since
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the page sequence is finite, this cannot go on forever, and must stop when
there are no more exceptions to the farthest out rule on which to apply the
transformation. At this point we have a demand paged W* which obeys the
farthest out paging strategy. Since the cost of W* is not more than that of
W, we have shown that no paging strategy is better than farthest out.

REMARK: Note that the number of exceptions to the farthest out rule
might remain the same after the transformation. For this reason we resort
to the idea of always “pushing the exception to the right.”

Conclusions

We looked at the classic problem of optimal paging and proved that under
the demand paging strategy, farthest out is optimal. Most important next
question is to show that demand paging is optimal. For this, it is likely that
our model should be broadened. We should not require that every page out
accompany a page in, only that the total number of page ins never exceed
by a constant amount the number of page outs. This is also the most likely
set-up in which to consider the problem of costly page-outs. A modified page
must be written to secondary memory whereas a “clean” page does not. This
considered, farthest out is no longer optimal. Could it be that the following
strategy is optimal:

If page p is the farthest out, and ¢ is the next farthest out, page
out p if p is clean or ¢ is modified. Otherwise page out q.

What does this mean for actually algorithms in light of the fact that
the future is not known. An interesting theorem presented in [5] is that
the optimal algorithm gives the same paging cost when run either forward
or backward over the paging sequence. Therefore, although we can’t know
what to do next, we can know how well or how poorly we are doing it.

The field of paging is quite active with many new papers, [2, 4, 6, 8]. A
new version of the problem deals file servers. Workstations request files from
the servers. The servers might move the files among themselves to that files
tend to be near the users.
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